CAOS: a tool for accounting
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What is CAOS? Resources monitoring

The analysis and understanding of resources utilization in
shared infrastructures, such as cloud environments, is crucial

The collected data can be used to monitor resources used and allocated to projects.
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CAOS (Control Application for OpenStack) is a tool which we
have been implementing to collect, manage and present the

data concerning resource usage of our OpenStack-based It's also possible to monitor how the compute nodes are being used.
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The issue

Accounting

Ceilometer, the OpenStack component responsible to collect
and manage accounting information, has some limiting
problems related to the way it handles information:

Accounting information (e.g. wall clock time, CPU time, efficiency) can be displayed and aggregated
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Used resources can be analyzed for specific use cases (e.g. CPU intensive workload of clusters).
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on dedicated nodes

The backend provides a time series framework for writing and reading metrics. The
data can be aggregated or downsampled at a given resolution or time range to
provide resources accounting.

Efficiency [%]

The dashboard allows the Cloud administrator to easily get resource usage
information for a given time slot period.
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